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Introduction

• Calculating the Lipschitz constant of layer-wise parameters is computationally expensive in many CNN models, 

preventing the extension of our theoretical findings from simple feed-forward networks to complex CNNs.

• The rank selection is integrated in low-rank SVD training.

• The low-rank SVD training loss function is

• For the low-rank regularization loss, we consider the Nuclear norm             and the Hoyer norm                         .
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• In-depth theoretical analysis that quantitatively 

measures how low-rank approximation affects 

training losses.

• Rank selection enabled low-rank training inspired 

by our theoretical findings.

• Our algorithm, paired with channel decomposition 

and Hoyer regularization, achieves better results 

than the previous state-of-the-art studies.

•A stricter bound of results from Theorems 1-3 can 

give us better control over the balance between 

deep learning model compression and accuracy.

• The rank-selection algorithm could be based off a 

generalization bound for the predicted accuracy on 

unseen data.

•Rank-selection-based model compression can be 

implemented in other models other than ResNet.
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Need for Model Compression

• In recent years, neural networks have grown 

drastically in complexity with billions or trillions of 

parameters.

• Reducing model size is crucial for scenarios 

demanding fast re-training and inference on 

resource-constrained edge devices.

Uses of Model Compression

• Large language models require substantial 

computing resources to accommodate for their large 

model sizes

• Model compression allows for fast real-time decision 

making in self-driving cars.
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• Low-rank training incorporates various penalty 

terms in the loss function to reduce the rank of 

weight matrices while preserving high accuracy.

• Three aspects considered in optimal rank selection:

• Independent vs. Dependent Layer-Wise Rank 

Selection

• Theory-Driven vs. Heuristic Rank Search 

Strategy

• During-Training vs. Post-Training Rank 

Selection.

• Our approach includes independent layer-wise rank 

selection, is theory-driven, and conducts rank 

selection during training; no previous works include 

all three optimal aspects.

• We conduct a pilot study using a simple 3-layer 
feedforward neural network for a ternary 

classification problem.

• Validate the feasibility of identifying      based on our 

derived          and determining the optimal   

Our Algorithms
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